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Causality and double-negative metamaterials
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The causality of waves propagating in a double-negdfe¢G) metamaterial £, <0 andu,<0) has been
investigated both analytically and numerically. By considering the one-dimensional electromagnetic problem
of a pulsed current sheet radiating into a DNG medium, it is shown that causality is maintained in the presence
of a negative index of refraction only if the DNG medium is dispersive. A Drude model DNG medium is used
in this study. Spectrograms of the wave phenomena in the dispersive DNG medium show that the higher
frequency components, which create the leading edge of the electromagnetic signals and see a double positive
(DPS medium ,>0 and u,>0), arrive causally before the negative index effects germinate completely.
Comparisons with approximate analytical results demonstrate the presence of the negative index of refraction
properties in the continuous wave portion of the signals. This dynamic pulse reshaping between the positive
and negative index of refraction wave components causes an apparent delay in the realization of the negative
index of refraction properties. Pulse broadening of the signal tails is associated with both dispersion and a
larger negative index of refraction seen by the associated wave components.
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I. INTRODUCTION A finite difference time domaifFDTD) numerical solution
of the problem is obtained. The source is driven by an exci-
The index of refraction of a double-negatiV®NG) tation pulse that is based on a sinusoid and a smooth enve-
metamaterial, i.e., a material with both negative permittivitylope. It is demonstrated that both the expected causal propa-
and negative permeabilifgee, for instancé1-4]), has been gation and the NIR effects are obtained. Other recent
shown to be negativésee, for instance5—7]). There are considerations of causalitfe.g., [13,23) have, in effect,
now several theoretical and experimental studies that haveeen limited to narrow bandwidth considerations. The corre-
been reported confirming this negative index of refractionsponding nondispersive DNG medium problem is then con-
(NIR) property and applications derived from it, such assidered. It is demonstrated analytically that only a noncausal
phase compensation and electrically small resondi®fs €xact solution exists. The noncausal analytical DNG solution
negati\/e ang|es of refractioﬁg_l:g], thanced focusing and the causal FDTD DNG results are then reconciled by the
[14-17), backward wave antennf$8], Cerenkov radiation Presence of dispersion. It is shown that the leading edge of
[19], photon tunneling[20,21], and enhanced electrically the pulse, which is associated with high frequencies, propa-
small antenna$22]. These studies rely heavily on the con- gates causally in a double-positi®PS medium (i.e., a
cept that a continuous waf€W) excitation of a DNG me- hormal medium that has both positive permittivity and posi-
dium will lead to a NIR and, hence, to negative phase termgfive permeability, while the CW portion of the pulse senses
If one considers carefully the ramifications of a homoge-the DNG medium and exhibits the NIR effects. The slower
neous, nondispersive DNG medium and the resulting NIRSPeed components appear to accumulate in the trailing edge.
one immediately encounters a paradox in the time domain. Both the leading and trailing edges of the pulse are shown to
source in such a DNG medium will generate a signal thabe strongly affected by the presence of dispersion. Using the
propagates noncausally. On the other hand, many of the NIRondispersive results to guide the construction of approxi-
studies have been based on numerical simulations in the tinf@ate solutions to the dispersive DNG medium problem, it is
domain of dispersive DNG metamaterials. In fact, as showrshown that the NIR effects obtained for the dispersive case
in [5], realistic DNG metamaterials must be dispersive. Howcoincide with those predicted by the nondispersive case. It is
then does one reconcile the CW NIR properties associatedlso shown that observed time delays in the realization of the
with a nondispersive DNG medium with causal pulse propaNIR properties are directly associated with the transition
gation in a dispersive DNG medium? Can one rely on defrom the causal DPS response to the DNG one. These obser-
Signs of NIR app”cations that re|y on the CW behavior ofvations reinforce the fact that DNG metamaterials and the
the corresponding nondispersive DNG medium? associated NIR results are physical and that their experimen-
In this paper, the issue of causality in DNG metamaterialdal confirmation is consistent with the underlying wave
is considered by studying the one-dimensional electromagPropagation physics.
netic problem of a pulsed source in a DNG medium. A lossy,
dispersive Drude model is used to create the DNG medium. Il 1D-FDTD SIMULATOR
A one-dimensional FDTD simulation environment was
*Email address: ziolkowski@ece.arizona.edu utilized to study the characteristics of signals produced by a
TEmail address: kipplea@ece.arizona.edu pulsed source in a DNG medium. This one-dimensional en-
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vironment was convenient and incorporated all of the neces
sary physics. The field components were assumed tB,be | Free DNG DNG Free
and H, with the direction of propagation taken along the Space Medium Medium Space
axis. An electric current plane-wave source was located in
the planez=0, at the center of a very large DNG slab. The _ EM wave EM wave x
DNG slab was surrounded by free space and was centered i I I t
the FDTD domain. This slab geometry was used in order thai z
standard, exact absorbing boundary conditions could be ap
plied at the edges of the FDTD simulation space. The prob-
lem geometry is shown in Fig. 1. | Current sheet I
As in [6], lossy Drude polarization and magnetization
models were used to simulate the DNG medium. In the fre- FIG. 1. (Color online Configuration of the one-dimensional
quency domain, assuming an expft) time dependence, electromagnetic current sheet problem.
this means the permittivity and permeability were described
as

1
(9 Hy+Jo),

, (9'[EX:_8_O
c(w)=¢ 1_L)
YO (il ) o Lo -
thly Lo z=x -
2
(@)= o 1- ——2" (1) i | If-consistent|
)= g w(etily)) Equation set44) and (5) were solved self-consistently

and numerically with the FDTD approa¢B4,25, i.e., these
equations were discretized with a standard leap-frog in time,
staggered grid approach. The electric field component was
taken at the cell edges for integer time steps; the magnetic
field components were taken at the cell centers for half-
integer time steps. The electric and magnetic currents were
located in space at the cell centers, and their time assign-
ments were opposite to the corresponding electric and mag-
atzMnyH“matMny: MowgmHy. (20 netic field components, i.e., the magnetic current components
were sampled at integer time steps and the electric current
The normalized magnetization was introduced to make théomponent was sampled at half-integer time steps. This al-
electric and magnetic field equations completely symmetriclowed a FDTD stencil that properly simulated matched me-
By introducing the induced eiectric and magnetic currents dium conditions. The time Step was set at 0.95 of the Courant
value, i.e.,At=0.95A7/c.

J=0P,, In all cases, the center frequency of interest was chosen to
be fo=w/27=30 GHz, corresponding to a free-space
wavelengthhg=1.0 cm. Only matched media 4 were
considered, i.e.,

and the source currendg, the field and current equations (o) m
used to model the waves generated by a pulsed source in a Z(wo)= \| ——2=\/=2=12,. (6)
DNG medium became &(wo) o

The corresponding time-domain equations for the polariza
tion, P, and the normalized magnetizatiav,,,=M,/u,
fields were

92P,+ FeathzsowgeEx,

Ky=3Mpy, 3)

Matching was obtained by setting the parameters for the
1 . . . ; .
— (9 Hy+I+J9), electric and magnetic Drude models to be identical, i.e.,
) wpe=0pm=0, andl'e=I=T". In all cases, only low loss
values were considered by settind’=10"8=5.31
A dy+ FeJXZSOwgeEX, X 10 *w,. This value was selected to connect these results
to those presented %] and[12]. A DNG medium matched
to free space at,=30 GHz was considered, i.e.,

N(wo)= \/8(:;") \/MLQ;O):\/Sr(wo)\/Mr(wo ——1.

IKy+T Ky = powiHy . 4) @

&tEX: -

1
gH,=— %(&ZExﬂ— Ky),

A lossless, nondispersive DPS medium was used as a conthis requiredw,=2mv2 f(=2.66573« 10* and, hencel
parison case. In such a DPS medium, the corresponding field 3.75X 10*4wp.
and current equation set was simply The source was given by the expression
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J(2)=3(2)%=— 8(2)S(HX. ®) L L |
It was modeled in the FDTD simulation space by introducing & 04 E
the equivalent sourcd&k=2xH,¥, i.e., Hy source= S(t) at > 0

the source plane. The input time signal was causal and was— o, [
defined by

=
@ L
S(t)=g(t)sin(wot), (9) S 00
=
where the multiple cyclan-n-m envelope is given by the -E —02 -
expression $
&3 [
0 for t<0 -04 |

Jor(t) for O<t<mT,

git)y=¢ 1 for mT,<t<(m+n)T,
Joi(t)  for (m+n)T,<st<(m+n+m)T, (@)
0 for (m+n+m)T,<t,

(10

where the period T,=1/f,. With the terms Xq(t)
=t/(mTp) andXe(t) =[t—(m+n)T,]/(mT,), the continu-
ous, two derivative smooth functiorgy,, and g, can be
written as

Gor(1) = 10xZ (1) — 15K 1) + 6X3(1),

Gorr(t) = 1—[10x3(t) — 15xge(1) +6x3(1)]. (1)

Flectric field ( V/m )

The functiong,,(t) goes smoothly from O to 1 im periods;
the functiongy«(t) goes smoothly from 1 to O im periods.
The functionf(t) thus turns on smoothly im periods, main-
tains a constant amplitude fan periods, and turns off (b)
smoothly inm periods. The more cycles in the center por-
tion, i.e., the largen is, the narrower the bandwidth and the
closer the input pulse is to a CW signal. The shorter the £ 2. (Color onling FDTD predicted electric field values in
turn-on and turn-off sections are, i.e., the smaiteis, the  the DNG medium for the 5-10-5 input pulse) measured at the
broader the bandwidth is and, in particular, the more highoints z=100Az and z=120Az and (b) zoomed to the front of
frequency content there is in the pulse. those pulses, wher&z= 100 xm.

The simulation space was discretized into cells with a
length Az=\,/100=100 um. The FDTD predicted electric tion points move farther away from the source. These results
field values atz=100Az and z=120Az for a 5-10-5 input  are consistent with those reported[8] for a DNG slab.
pulse in the dispersive DNG medium are shown in Fig).2
An expanded view of the leading edge of these pulses is IIl. ANALYTICAL CONSIDERATIONS
shown in Fig. 2b). The corresponding FDTD predicted elec-
tric field values for a lossless nondispersive DPS medium Consider now the plane-wave source in a hypothetical
with n=+1 are shown in Figs. (@ and 3b). Comparing lossless, nondispersive DNG medium with= u, = —1. The
these sets of figures, one can clearly see that, as in the DPgaxwell equations become
case, the fronts of the signals in the DNG medium arrive
causally at the observation points. In the DPS case, the peaks
of the central, CW portion of the pulse observed at the more
distantpoint 2 occurlater in time than they do gpoint 1 In
contrast, one can see that in the DNG case the NIR effects 1
(e.g., negative phase and phase velgaityolve as the CW &tHy:mé’zEx- (12)
portion of the signal is realized, e.g., the peaks of the CW
portion of the pulse observed at the more distpaint 2 First, let the excitation signal be given by the expression
occur earlier in time than they do apoint 1 Dispersive
effects are also apparent in the DNG results as the observa- S(t)=[H(t)—H(t—=T)]sin(wgt), (13

Time ( ns)

1
&tEx:_(&zHy"'JS).

2]
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FIG. 3. (Color online FDTD predicted electric field values in

the DPS medium for the 5-10-5 input pulé® measured at the
points z=100Az and z=120Az and (b) zoomed to the front of
those pulses, wheréz=100 pm.

whereT=(m+n+m)T, and the Heaviside function

0 for t<O
HO=, for t=0. (149
Introducing the variable
to=|el|ullz, (15

it is readily shown that the solution to Eq4.2) and(13) is
1|V .
EX(Z,t): 5W[H(t"l‘to)_H(t+t0_T)]S|r{wo(t+to)],
1
Hy(z,1)=5sgnz)[H(t+1o) —H(t+t—T)]
X si wo(t+1t9)], (16)

where
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-1
+1

for z<0

sgn(z) = 17

for z=0.

We note for completeness thay|z|=sgng) and 9, sgn@)=
+248(2).

The corresponding DPS medium results with= u, =
+1 are described by the Maxwell equations

1
ﬂtEx=—m(8zHy+Js).
oH ——ia E (18
T Tl
and their solutions
1 |ulM?
Ex(Z,t)ZEwﬁ{H(t—to)—H[t—(toﬂLT)]}
XsiMwo(t—1to) ],
1
Hy(2,0)= 5 sgrz){H(t—to) —H[t—(to+ T)1}

Comparing the two results, Eq$16) and (19), one can
clearly see that the lossless, nondispersive DNG medium so-
lution is noncausal. This observation is in complete agree-
ment with those made ifb].

Similarly, with them-n-m excitation pulse given by Eq.
(9), the DNG medium solution is

1 |ul™ ,
Ex(z,t)= > Wzg(t+to)5|r{wo(t+to)]a

1
Hy(z,1)= 5sgr(2)g(t+to)siMwo(t+1to)], (20)
and the DPS medium solution is
1wl .
Ex(z,t)= > Wﬁg(t_to)s"’[wo(t_to)],
1 .
Hy(z,)=5sgnz)g(t—tg)sinwo(t—to)].  (21)

The DNG medium result is again noncausal while the DPS
medium result is causal. The FDTD results shown in Fig. 3
recover the DPS solutio(21) to within 0.1%.

Led by the observed combination of causal envelopes and
NIR effects of the central portions of the DNG FDTD re-
sults, we consider the following approximate analytical solu-
tions to the fields produced by the abrupt and smoothed win-
dowed sine waveforms, respectively:
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FIG. 4. (Color onling Approximate electric field values in the 06— — ; — ————a
DNG medium for the 5-10-5 input pulse amz=100 um mea- <~ [ F—-—— ]
sured at the point=100Az. g o4l i pnnAnnAnntELy | Approx | ]

~ ]
1 |M|1/2 > |
Ex(z,t)= 5 T {H(t—to) —H[t—(to+ T) ]} ]
2 |8| =
@
XSlr{wo(t+t0)], = ]
=]
1 <
Hy(z,t)= 5 sgn2){H(t—to) —H[t—(to+T)]} 2 ]
X sin wo(t+1g)], (22 i ]
—06 & . . " L 1 L L 1 ] ;
and 08,0 05 1.0
2 Time ( ns)

1w .
Exz)=5 |s|1;2g(t_tO)SIr{wO(t+t°)]’ FIG. 5. (Color onling Comparison of the FDTD predicted and
approximate analytical electric field values in the DNG medium for
the 5-10-5 input pulse measured at the poiajsz=30Az and (b)

1
Hy(z,t)=Esgr(z)g(t—to)sir{wo(t+to)]. (23  z=100Az, whereAz=100 um.

) .. . cursimply in how each of them is turned on and off. We note

These solutions would allow for forward propagation in timenat the approximate solutiof22) contains extremely high
while maintaining the solution’s negative CW phase characfrequency content because of its abrupt turn-on and turn-off.
teristics. Inserting the proposed soluti®2®) into Egs.(12),  The n-m-n form is more realistic and, as Fig. 4 shows, it
one finds that it does not exactly solve them. The defects igontains the essential characteristics of this limiting case.
this proposed solution occur a@sfunction contributions at The electric field component of the approximate solution
=ty andt=ty+T. Similarly, inserting the proposed solution given by Egs.(23) for the 5-10-5 excitation pulse is com-
(23) into Egs.(12), one finds that it also is not an exact pared to the corresponding FDTD results for the dispersive
solution and its failings as an exact solution occur as defectbNG medium at the pointg=30Az and atz=100Az in
proportional to the derivatives of the turn-on and turn-off Figs. 5a) and %b), respectively. The corresponding results
portions of the envelope functiam Note, however, that the for a 2-16-2 excitation pulse were also obtained. Because the
CW portions of both of these proposed solutions do satisfyturn-on and turn-off portions of the 2-16-2 pulse are shorter,
the Maxwell equations. Consequently, since the defects arthe time discretization was halved by decreasing the spatial
highly localized, we will take Eqg22) and(23) as approxi-  discretization by a factor of 2 tdz’'=5.0<10"° m. The
mate solutions for the DNG case. electric field component of the approximate solution given

The electric field components of the approximate analyti-by Eqgs.(23) for the 2-16-2 excitation pulse is compared to
cal solutiong22) and(23) for the 5-10-5 excitation pulse are the FDTD result for the DNG medium at the points,
compared at the poird=100Az in Fig. 4. Approximation 1 =~ =60Az’ andz=200Az’, in Figs. &a) and Gb), respectively.
denotes the electric field component given in EQ®); ap-  These observation points are located at the same distances
proximation 2 denotes the electric field component given inaway from the sourcez=0.003 m andz=0.01 m, as they
Egs.(23). Complete agreement of the CW portions of theseare for the 5-10-5 excitation pulse case.
results is observed, as expected. Their differences oc- From both sets of results, one can clearly discern the
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P other hand, there are larger differences in the turn-off por-
— mm |- tions of the 2-16-2 excitation pulse results than there are in
o4 ARR0NRRRAROERLRARY [~ Approx | ] those produced by the 5-10-5 excitation pulse. This trailing

edge has more of its own higher and lower frequency com-
ponents that are subject to dispersion; and it accumulates
more of the slower moving, lower frequency components
generated in the earlier portions of the pulse. Moreover, com-
paring the set of results at the point closer to the source with
the one farther away from it, one observes that there are time
delays between when the CW NIR effects are completely

[ i present and when they lose their dominance to the dispersive
-04 | N effects and that these delays increase as the observation point
moves farther away from the source.

Flectric field ( V/m )

Y S T

00 05 L0 IV. SPECTROGRAM CONSIDERATIONS
Time ( ns)

How is it then that the dispersive effects reconcile the
——————= NIR and causal behaviors? To address this issue, we have
] studied spectrogran£6,27 of the source-generated pulse
------ approx | ] as it arrives at various observation points in the DNG me-
1 dium. We recall that the magnitude of the phase and group
speeds of the wave in the low loss limit are given, respec-
tively, by the expressions

c c w?

vo(w)|= - ~ c,
o e P ™ T Re] =)

(24)

Flectric field ( V/m )

2

¢ w
1+ Re(x) + 0d [Rex)]  w?tal (25)

vg(w)=

g ——— where the real part of the susceptibility REERe

Time ( ns ) [~ wio(w+il')]~—wyw’. We also recall that the point in
the frequency spectrum of the Drude model that isolates the

FIG. 6. (Color onling Comparison of the FDTD predicted and DNG and the DPS regions occurs whep=pu,=0, i.e.,
approximate analytical electric field values in the DNG medium forywwhen o= wp, hence whenf=v2f,=42.42 GHz. Well
the 2-16-2 input pulse measured at the polalz=60Az" and(b)  above this frequency, the permittivity and permeability are
z=200AZ', whereAz' =50 pum. those of free space. Thus, the highest frequency components

propagate causally in a medium that looks like free space. In

causal nature of the entire FDTD solution. One can also separticular, these components are the ones mainly responsible
that the NIR effects in the CW portions of the FDTD and thefor the turn-on and turn-off portions of the envelope. The
approximate results agree quite well. Thus, the NIR effectéower frequencies propagate with speeds slower than their
associated with a CW analysis are indeed recovered by thealue at the CW portion of the pulsey, i.e., |vy(wo)|
lossy, dispersive FDTD results. Clearly, if the loss were~c.
larger, the clarity of these CW components will be lost To illustrate these effects, the spectrograms of the 1-1-1,
among the dispersive effects. This occurs even for th@-16-2, and 5-10-5 generated electric field pulseszat
present cases as the observation points move much farther0.01 m in the dispersive DNG medium were obtained.
away from the source plane. They are plotted in Figs. 7—9, respectively. The spectrograms

One can also immediately see from Figs. 5 and 6 that thevere generated by taking Blackman-windowed Fourier
main differences between the FDTD and the approximateéransforms at every fourth sample in the signal da&,27).
results occur principally in the turn-on and turn-off portions The number of signal samples analyzed by each transform
of the envelope, as expected from the approximate solutiowas determined such that, after the data selection was win-
analysis. The presence of dispersion is clearly seen in thesibwed, the selection would represent at least a few and at
regions. The faster turn-on envelope of the 2-16-2 pulsenost several wavelengths, depending on its frequency com-
shows less dispersive effects than does the 5-10-5 excitatiqggonents. As a result, 512 signal samples were used in the
pulse. This might be expected since the turn-on portion ofransforms of the 5-10-5 pulse results, and 1024 signal
the envelope of the 2-16-2 pulse has higher frequency corsamples were used in transforms of the 1-1-1 and 2-16-2
tent than does the corresponding portions of the 5-10-5 erpulse results. Note that the spectrograms produced using a
velope. Consequently, according to the Drude model, it seesmaller signal slice in the Fourier transform became too
a medium more like free space and less dispersion. On theoisy for interpretation, and larger signal slices resulted in
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FIG. 7. (Color online Spectrogram of the FDTD predicted field FIG. 9. (Color onling Spectrogram of the FDTD predicted field
values in the DNG medium measured at the pairt200Az’ for values in the DNG medium measured at the paintl00A z for the
the 1-1-1 input pulse, wher&z' =50 um. 5-10-5 input pulse, wheraz=100 um.

broad areas in the spectrogram where the entire signal speig. 8 since the 2-16-2 pulse has faster rates of change that
trum was displayed. The use of larger signal slices als@are more closely related to the 1-1-1 case.
shifted the estimates for the arrival times of various frequen- A plot of the Fourier transform output for data sections
cies. The Fourier transforms were zero-padded to a size afear the leading edge, central portion, and trailing edge of
4096 to obtain sufficient resolution<(1 GHz sample spac- the FDTD DNG results for the 2-16-2 input pulse is shown
ing) near the center frequen€g0 GH2 of the signals. in Fig. 10. All of the spectra are normalized to unity for
The resulting spectrograms shown in Figs. 7—9 then indicomparison purposes. This figure clearly demonstrates that
cate, respectively, a good approximation of the frequencyhe leading edge of the pulse has significantly higher fre-
components present at the locatiar-0.01 m at various quency content, the central portion of the pulse is dominated
points in time for the 1-1-1, 2-16-2, and 5-10-5 cases. Theéoy the CW frequency, and the trailing edge of the pulse has
three-cycle, 1-1-1 pulse spectrogram in Fig. 7 shows a negaignificantly lower frequency content. Correlating this with
tive slope. The higher frequencies propagate faster, hendeg. 8, one then sees that those frequencies, hence the lead-
they arrive sooner than the lower frequency componentsng front of the pulse, arrive first to preserve causality.
While this behavior is present in the turn-on and turn-off To further investigate this dynamic pulse reshaping be-
portions of the results shown in Figs. 8 and 9, it is clearer irtween the positive index of refractidi?IR) high frequency
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FIG. 10. (Color online Normalized frequency composition of
FIG. 8. (Color online Spectrogram of the FDTD predicted field the (1) leading edge(2) central portion, and3) trailing edge of the
values in the DNG medium measured at the pairt200Az’ for DNG FDTD result measured at the poiryt 200Az’ for the 2-16-2
the 2-16-2 input pulse, wherkz' =50 um. input pulse, wheré\z’ =50 um.

026615-7



R. W. ZIOLKOWSKI AND A. D. KIPPLE PHYSICAL REVIEW E68, 026615 (2003

60

oy 45}

o o
45} a3}
o [==}

oy
o

(o5}
(==}
(o5}
(==}

Frequency (GHz)
Frequency (GHz)

[}
(==}
[}
(==}

)
‘h \

0.1 o] 01 02 03 04 05 06 07 08 0.1 o] 01 02 03 04 05 06 07 08
Time (ns) Time (ns)

-
o
-
o

FIG. 11. (Color online Spectrogram of the difference between FIG. 12. (Color online Spectrogram of the difference between
the dispersive DNG 2-16-2 FDTD result shown in Fig. 8 and thethe dispersive DNG 2-16-2 FDTD result shown in Fig. 8 and the
corresponding approximate analytical solution. Red/dark region omrorresponding approximate analytical solution when their CW por-
the right(blue/dark region on the lefrepresents larger FDTEap- tions are aligned. Red/dark region in the left-upper and right-lower
proximate solutiopvalues. portions of the left side and in the left-upper and right-lower por-

tions of the right side of the figure represents larger FDTD values.
Blue/dark region in the left-lower and right-upper portions of the

components and the NIR center frequency and low fre'Ieft side and in the left-lower and right-upper portions of the right

quency components,_ the (_jifferences between the spectrgl—de of the figure represents larger approximate solution values.
grams of the FDTD dispersive DNG results and the approxi-

mate solutiong23) were obtained. These spectrograms were ) ) )
also zero-padded at negative times to clarify the frequenc curred with the_turn-on portion of the pulse and explains
components in the earliest portions of the signals. The 2-16-81€ @pparent lag in the turn-off of the FDTD results.

results measured &=0.01 m are shown in Fig. 11. Al-

though the FDTD DNG and the approximate solution signal

fronts arrive at the same time and their CW portions are in V. CONCLUSIONS

very good agreement, the difference spectrograms filter out The one-dimensional electromagnetic problem of a cur-

most of the CW behavior and reveal the importance of thgent sheet source in a dispersive DNG medium was consid-
apparent time delay and dispersive properties of the leading,eq A lossy Drude model of the DNG medium was used.
and trailing edges of the FDTD results. One finds that therpe solution was generated numerically with the FDTD
CW portions of the FDTD results are not fully germinated y,othod. The analogous problem in a nondispersive DNG
until a ime later than with the approximate solution. Simi- megium was also considered. It was shown that the solution
larly, the trailing edge of the FDTD result contains informa- ¢, this problem is not causal in agreement with similar ob-
tion that is delayed relative to the approximate solution.sepyations given ifi5]. Approximate solutions that combined
These delays reinforce similar observations made with reggysal envelopes and the NIR properties of the nondispersive
gard to Figs. 5 and 6. DNG medium were constructed; they were shown to com-
By aligning the CW portions of the FDTD and the ap- pare well to the FDTD results for the dispersive DNG me-
proximate solution results and then generating the differencgiium. It was thus demonstrated that causal results do indeed
spectrogram, one can filter out all of the CW behavior andequire the presence of dispersion in DNG media. Spectro-
highlight the remaining low and high frequency behavior.grams of the FDTD results for the dispersive DNG medium
The spectrogram for the 2-16-2 input pulse results measureahd of the differences between those FDTD results and the
atz=0.01 mis shown in Fig. 12. The transition from the off approximate analytical solution revealed that the highest fre-
state to the CW state in the FDTD DNG data shows thequency components, which experience a DPIR) medium,
necessary presence of higher frequency components vegyrive first and are responsible for generating the front edge
early in time to reconstruct the pulse front. The lower fre-of the dispersive DNG pulse results. They also revealed that
guencies of the leading edge needed to complete the réhe trailing edge contained significant lower frequency com-
sponse in the DNG medium arrive later. This explains theponents that see a DNG medium and have much slower
slower turn-on of the FDTD results in comparison to thewave speeds. The apparent delays in the germination of the
approximate solution. The trailing edge of the DNG FDTD CW portion of the pulse and in its termination were corre-
result does contain significantly more of the lower frequencylated with these dispersive effects. Thus, the dynamic reshap-
components while the presence of higher frequency compdng of the DNG pulses occurs because of the different arrival
nents earlier in time aids the transition from the CW portiontimes for the higher and lower frequency components.
to the off state. This behavior adds delay to that already It was also demonstrated that the CW portions of the
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pulses do obey all of the NIR effects expected from a time-components for the wavefronts and the appropriate propaga-
harmonic analysis in a nondispersive DNG medium. Thustion directions for the reflected and transmitted waves. Since
CW analyses of DNG media are credible as long as verynost of the current nonplanar DNG metamaterial experi-
narrow bandwidth pulse trains are considered for any practiments are of the slab variety, these dynamic reshaping effects
cal realizations. This has been the case in all of the experiwould be measurable if the experimental results were re-
mental results reported to date. Moreover, time delays for theolved in time.
realization of the NIR effects are inherent in the processes It is interesting to note that the DNG results presented
dictated by the dispersive nature of the physics governindgiere can be related to Feynman’s description of the interac-
them. tions of electrons and positro&8]. In particular, if one
Even though the results presented here were derived fariews the causal envelope propagating forward in time as an
the broad bandwidth DNG Drude model, it is anticipated thatelectron and the NIR CW wave propagating backward in
the dynamic reshaping due to dispersive effects will alsdime as a positron, then the positronlike CW wave is annihi-
play a similar role in current metamaterial realizations oflated by the electronlike envelope at the pulse front. The
DNG media. This is particularly true of the planar implemen-scattered particle is the resulting wave that contains the NIR
tations[15—-18 that realize the Drude behavior. It should properties but is causal and propagating forward in time. The
also be true for the nonplanar metamaterial constructs thatertex interaction is smeared in time by the dispersive ef-
involve highly resonant elements that achieve DNG properfects; it funnels the highest frequencies into the pulse front
ties in narrow frequency bands. In fact, this dynamic reshapand properly distributes the higher and lower frequencies to
ing will occur at a faster rate since changes in the mediunprovide the transition from the off-state to the CW on-state.
parameters from the DPS to the DNG states will be much
more rapid. Furthermore, the dynamic reshaping must also
occur at the interfaces between DPS and DNG media. The
delays in the reflected pulse formation observefili?] and This work was supported in part by DARPA under Con-
[13] occur as the dispersive effects sort out the frequencyract No. MDA972-03-100.
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